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Ei’ficicnt  lmplmncntat  ion of Mull i grid Solvers on IVlessagc-,
Passing Paralld  Systems

●

Ihdcndcd Abst rad
We disems  our implenlcnlation  strategies for finite diffcrcncc multigrid  parli~l  differential

equation  (1’1111)  solvers cm l))c.ss~gc-]li]ssi]~g systems. Our ttirgct parallc.1 tirchi[murc  js lntd paT-
al Ic1 computers: tbe Ddt a and Paragon  syst cm. It is shown tbnt natural grid (Iemmposit ions for
21> and 31>  problems ma])pccl onto ring,,  2.1) ancl 31> lo~,icml  meshes of IJhysiual  processors can
ad] icvc.  scalable ])ctf~]l]]iin~cs  for mult i grid V-cycle and full V-cycle, al gmithms. It js also showl)
how grid patliticms, local  data structures, logictil processor networks for fine ancl coarse grids  and
e.odc  modules arc chosen to m~ximizc  the efficiency aml robustness of the cock. Pcrformanms  of
our code (writ tcn in ~) ml 1 klta and Paragon  machil Icx m (will ix) premnlcd and tintil y7d.

Multigrid  solvers m efficient iterative solvers for many 1’1111 problems duc to its abjlity  to
rc(lu(z  numerictil  fxors of all frcquc.ncie.s  effect ivcly by performing rdaxat  ions on an hiemrch  y
of fine to mu-se  grids. A typjcd  co:irsc-gl’i(l-corrcctic)]]  scheme. consists of three major ccmym-
nents:  rcliixtition  cm a given grid, restriction of residuals to ii coarser grid find interpolation of
errors twck to a finer fyicl. III a geometrical  (as opposd  to algdwaic) multi grici schm, intcqmlti-
ticm and restriction opmtms can be defined in a sinq)lc, and intuitive wfiy an(l therefore writing a
sequential code for a classjcal  multigric] (e.g. V-cycle) schcmc  is mla[ivcly  simple. ‘J’here hfivc
bcc.n some the.orc.tical analysis and illljJlellleIltati(~tls  of parallel mulligrid  scbmes  [ 1 ] [21. onc
Clif(iculty  that :iriscs in the. pamllcl  jlll]>lclllclltalicJ1l  of a cmmplctc  V-cycle. schcmc  is the idle pm-
ccxscM” issue. Not only may the idle proc.e.ssms dc.graclc  tbc efficiency c)f processor usdgc, but cm a
d i st ri buted-nwmmry  system, t~lcssaf,c-lJ:{ssitlg  struct ure ma y also Jlccd to change,  for pmzssi  ng on
a coarse grkl. When the number of fine grid points cxmtaincd jn each processor is not too small
comparcc] to the dimension of W. processor network used, the effieicney  of ptoccssc)r u sfigc
should bc rcfisonab] y good. In oLlr  implement at ion of V-cycle t yj)c schemes, tbc original (fi nc)
grid is partitioncct  and distributed to an initial prcxcssor network. 1,CXW1 coarse. subgrids  jn a pro-
cessor arc dcrivcci  from local finer subgrids  recursively. Prmmsing  cm a coarse grid wbem jdlc
])1’OCCSSOI”S  al)pcar  is Cionc by using a cm”respondi  ng coarse, processor network,

Multigrid  solver is often used as a ccnnpcmcnt  jn some numuical  schemes like multilevel
or ada])tive mesh algorithms. It is there.fore imporlant  to cieve.]op a multigri(i solver that is highly
lllocitll:ilize(l,  robust  an(i cxtc.nsiblc  so that either it CaII  bc easily incoqmratcd into some applica-
tion code or it can bc cxtc.rl(ic.ci  into an application cmir without lilmh (iifficu]ty. “Ilcsc are the
JwjnciJ)]cs  wc fo]lowcci in cm cmic Cicvc]opmcnt,  As :i rcsu]t, the cocic wc Cieve.]opcci  can be easily
adaptc(i  to solvin?, linear, nonlinear an(i tilllc-cic]~c]l(ict]l  1’111{s.

2. Our lmplmncmt ation St rat cgy
A) Compufat iron] Grid l’ar[it ions and 1,ogical  l’rmwsor  Nclworks

I ‘or  ii 21> problcm,  a 111 or 2?11 grid partition cfin bc used. in a 11) strip parlit icm of a
M x N computational grid to P processors, we configut-e the. processors jnto a ring and let cad
]M’occssor  contain M/}’ Consccut ivc rows of grid points if M iS divisib]c  by ~’; OlhClwiSC first M
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~no[l  ( 1’ ) processors get onc more row. “1’his  grid part it ion tind processor network arc illustrated in
figu]c 1. lkw a 311 problem, 211 or 311 grid partition can be used. l;igurc  2 shows a pm[ition  of a
31] ~,rid mapped to a 21> logical processor network, 1 ;ip,urc  3 shows a partition of 311 grid assigned
to a 311 logical processor network.
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Figurc  1: 21) grid partition  mapped  10a  ring processor network
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l~igurc 2: 31) grid par[iiion mapped fo a 21) torus mesh processor network

-

1{’igure 3: 31) grid par(ition  mapped to a 31) torus mesh prwxssor
only Iwo wrap-around conl]ccfions nre shown it~ the Mwork.

nctwmk;

“J’hc wrap-arcmncl logical connections in 1, 2 and 31> processor networks arc useful in
constructing co:irse prcmssor  networks for coarse. gt i(i Jmccssing;  but they arc not used in multi-
grici i(crations.  Iior a d-dilncnsional  computatimal  ,gI’id ancl P processors, a natural processor net-
work to usc seems 10 lx a C1-(litllcl]sioll:il  mesh. nut as the computational gri(i gets ccxirscr and
coarser, the number of grid points mmtfiinexi  in eat}) ]mcessor  may cic.crease to a point  that nKX-
sage-i)assing cost dominates the loctil computation] cost. lJsing u (ci-1 )-ciimcnsimal pmccssor
mesh for a Ci-dilucnsiona]  computaticmai  grici,  the minimum numixr  of computational grid points
MCI] pmmssor  can have is larger bccausc  some processors wiil bccom i(ile earlier in [hc V-cycle
itcraticms  than using  a ci-ciil~lcl~siol~:il  processor mc.slI. Another practical issm is the number of
l~~css:ige.-]~assil~g  an(i buffer-copying opcmticms  re. quitcci  to exchtingc  grid partition bcmn(iary [iata
using  a (d-1 )-ciimcnskmal grid par[i[icm  is smaller, 1 Iowcvcr, the processor u[iiization at later
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stttges of a V-cycle sc}mnc is larger for the (1-(lilllellsic)llal  grid partition. ‘1’hcrcforc  it se.cms not
obvious which partition strategy wcmlc]  give a better pcrfmmincc.  (d-l )-dimcnsicmal grid parli-
tion can also bc advanttiSeous  when line xclaxatim is used in cmc dimension for some asymmetric
1)1 >11 bccausc the clata locality in cmc dimension makes the line relaxation a local  opcratim.

];) ] mea] lhta  s(IWCtllIX’S

1 ;ach processor mainttiins  a structure to hol(i a list of fine to come grids. An array of
poilitcrs  to a data type “llclim_  gricl” is cicclarcd to hol(i solutions clcfincci  m differet]t locfil g~i(ls,
where n~iim = 1, 2 or 3. ‘1’hc same clata  structure. is uscct to store right-hand si(ic vectors cm ciiffcr-
ent grids. l;igure 4 shows this type of data structure which allows cfiicicnt  access to grid values cm
(i iffcrcnt grids. 1 nteger  arrays arc usc.d 10 store indicc.s  in each ciimcnsicm  for each local  subgri~i.
‘1’hesc indices arc nccciecl  for multigrid  processing ar](i  for me.ssage-passinp,  to get partition boumi-
ary  informatim.  lnformaticm reltiteci to gri(is is collc.ctcd in a single stmcturc Grid. Other infor-
mation ncccicci  at various stages  (e.g. ncightmr  prcwcssor  11>s, processor status etc. ) is collccte(i
into amthcr data structure. Misc. Pointers to these stmtum are passc{ij  when ncc(ic(i, to various
functions so that intcrFdccs bctwccn  functions arc very simple and the number of glotxil variablm
is minimiz.c(i.

‘lb cnlmm cocle robustness and efficiency of memory usa~,c,,  only pointers arc dcfine(i in
(iata structures for grici vcclors anti imiie.cs.  Storages  rcquirexi  for different grids  fire calculated anti

allocated at run-time in a preprocessing mmiulc.

1 1
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1~’igurc 4: l)ata sfructure for solution and right-hand sick vectors on dif’fcrcnt
grids. Shaded  Immding  areas are used to store parti{im boundary values, and
inlcrior areas  store local grid values.

C) lnlcrpromsw Col]lllltlllicatiot]s
in doing message-passing, cac}] procc.ssor  orlly communicates with its nearest ncighbcms.

‘lb ilnplcmcnt  comp]ctc  V-cycle/ full V-cycle. itc.rations cm one. of the processor nctwcwks  dis-
cussc.ci  above, cmc ncc(is to dctil  with coarse grid processing in which some.  pmccssors  my
bcmmc  i(ilc at ccrlain  stage. ‘1’his implies as gri(i COitl  scning  reaches a ccrlain  stage, the original
processor network can not be uscci anymore. since for tictivc proccsscws at this stage, their nearest
ncif,htmrs may have chfingc.ct. WC. chmc  to construct an hicramhy  of cmrsc logical processor nct-
WCM ks to bc usc.ci cm coarse grids when icilc  promssors  appctir.  All logical processor networks arc
emstrmteci  itl a preprocessing nmiulc  ml this ]mccssing  mmiulc is callcci only once.. Since V-
c.ycle. or full V-cycle itcraticm rcmtincs  :irc. usual]y  callexi  many times, cs])ccially  in solving a time-

dcpcn(icnt  1>11]{,  the cosi of executing the preprocessing mmiulc.  should bc rclativc]y 10W. Mes-
sage-passing for exchanging partition boun(itiry values is nccdcci  for three opcmticms  in a multi-
grid cycle: relaxation, rcsi[iual  calculation for restriction tinct itltcrpoltition  for correction. I/or
rc.laxation,  message-passing witi~ a nearest interior neighbm processor is symmetric; but for
restriction and corrccticm, the ncuicd  message-Jxtssing is gcmrally  not symmctrie..
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1)) Code Mo(llllcs
(hr multigrid code consists of two main nmdulcs:  a pre.processing or set-up mcdu]e and a

mulligtid cycle module. ‘l”he preprocessing module takes cam of user input, program initialim-
tim, construction of logical processor nctwmks, lmil mcnmy  allocations aTId  tissignmcnt  of

boundary conditions. ‘1’hc multigrid  cycle  module.  performs V-cycle or full V-cycle itcrat ions
tlmm@ recursive function calls. An array of local fla~,s indicates whether a processor is active  or
idle. at each stage of processing, that is used  by both set-up and mult  igrid cycle modules to control
the ]mmcssor’s  parlicipaticm  in various operations.

3. IWf’orman(xs

‘J’hc performances of our code on Delta mchinc  (performances on l’aragon  will be
rcpor[ecl later) for 3D gricls using  two gricl partitions for solving l’oi sscm equation with 1 >it-ichlcl
boundary condition arc displayed in table 1 and 2. Ihecuticm time shown is for 1 V-cycle (MV) or
1 full V-cycle (}JMV) where red-black Gtiuss-Scidcl  scheme  is used for smoothing. It is seen that
in both cases the performance scales reasonably WC.11. ‘1’hc set-up time. is for running the prepro-
cessing module whose cm! is more related to the local  grid dime.  tlsions and structure in each pro-
cessor than to the size of the global  processor net ww k.

Table 1: 31) Grid on 31) 1.ogical  Mesh Processor Networks

Gricl si7c 643 gricl  on
1283grid on 2563 grid cm 5123grid on
2X2,X2 4 X 4 X 4 8X8X8

and network 1 processor Ilctwolk net work net work

set-llp 1.8 Sec 37.6 Sc.c 38.2 Scc 40$() Scc
-... ——. —.— .—... ——— -—— —.— ---- .-—. —-— ——..——.. —

1 MV 9.1 see 11.7 Scc 12.5 SCC 13.3 see
—.- ----- .

~I;M V 11.8 Scc 15.9 Scc 16,7 SCX 17,6 Scc
-—.—— .  . -—— .—

‘Ihbl(! 2

set-up
.— -—.. .—— —.

1 MV
- . . .. ———.  — . . .

.— —

31) Grid ol] 2

643 fyicl cm
1 processor

1.8 Scc

9.] Scc

11.8 Scc

1) 1,ogical  Mesh l’rocessor  Ndworks

1283grid on 2563grid cm 5123grid 011
2.X4 8X8 16X32

l) CtWOJ’k net  work net work

9, s Sc.c 11.9 sex 6.8 SW
— .

1 ().9 Scc 1 1 . 7  Scc 1 3.() Scc ‘“
— —. -. . .

15.3 Scc 16.2 Sec ] 7.2  SfX
—. —
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